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Executive Summary

CDM’s Flow Evaluation Sub-Team conducted Meetings at Metron Aviation facilities in Herndon, VA. on 4 - 6 October 2005.  The main activity for the meeting was to conduct Human-in-the-Loop (HITL) exercises to continue gathering information for procedures, automation and training for the new Airspace Flow Program (AFP).  
Some key findings from the HITL exercises included:
· Splitting larger AFPs into two legs, roughly by Center boundaries, allowed much more flexibility for managing constraint situations.  
Example:  A line of Thunderstorms cutting off ZOB were handled cleanly with different AFP rats for ZOB and ZDC.

· Public FEAs that are FSM-eligible would be effective for planning with all affected parties.

· Rate setting for AFPs remains a big open question.
Statistics are being gathered with POET and PDARS to help further evaluate this question.
· AFP placement along the western boundary of ZOB and the western and southern boundary of ZDC seemed to be effective for managing flows during a congested northeast event.
This will be further evaluated in future HITLs.

Some User Interface recommendations for AFP displays were made with help from Tanya Yuditsky, HF expert from the FAA’s WJH Technical Center.  

The FAA Procedures Notice for AFP is in good shape.  A final draft ready for external comments will be ready by 1NOV05.
These meeting notes will be reviewed and then posted on line at: 

http://cdm.metronaviation.com/Workgroups/route_eval.html  

3OCT2005

Sub-team meetings for the CDR Sub-Team and the HITL Planning sub-team were conducted on the afternoon of 3OCT05.  Results of those meetings are summarized below in the Sub-team Brief Outs session conducted on 4OCT.

4OCT2005

Introduction

The meeting began at 0700 on 4OCT2005 at Metron Aviation facilities in Herndon, VA.   
Mark Libby opened the meeting by introducing two new members who will be helping us during upcoming HITL exercises:
· Joe Hof, fom the ATCSCC, who is moving over to the Procedures group.

· Chuck McGrady from ZID, who will add a little more input as a subject matter expert from a Center TMU.

Tanya Yuditsky, FAA/WJHTC, was again attending as a subject matter expert to help us evaluate Human Factors and Computer – Human Interface (CHI) questions.  
The preliminary Agenda published prior to the meeting was approved with minor changes:
3OCT05, MON

· 1300 – 1600:  
CDR Sub-Team Meeting

· 1300 – 1600:  
HITL Sub-Team Meeting


 
Other Sub-group meetings as necessary

4OCT05, TUE

· 0700 – 1100: 
Flow Evaluation Team Meeting

· Sub-Team Reports:  HITL, Industry, Procedures, QA, Training, CDR
· Development status update – Kevin Rosengren, Ken Howard
· 0900 Question – Jeff Tichenor

· PDC Question – Jeff Tichenor

· EDCTs at ORD – Jeff Tichenor
· PDARS Metrics, etc. – Jeff Tichenor

· Review of other Action Items, etc. – Mike Krause 

· Discuss time Scope for AFPs

· Discuss GSs with AFPs

· Review/comments on Procedures Notice

· Other old business as necessary

· Any new business/agenda items/etc. for this week

· 1100 – 1500:  HITL exercises

· 1500 – 1530:  Wrap-up/plans for next day

5OCT05, WED

· 0700 – 1500: HITL exercises
6OCT05, THU

· 0700 – 1500: HITL exercises

· 1500 – 1700: Flow Evaluation Team Meeting

· Wrap-up discussions re. HITL results

· Final review/mods to Procedures Notice
(NOTE:  Final Draft publish date is 1NOV05)

· Any other new business 

· Review Plans/Requirements for next meetings

Round Table Status/Issues Discussion

To open the meeting and position ourselves for the week’s activities, the facilitator asked for each of the Core Team Members to voice their feelings regarding current status of the AFP project, and any major questions or issues they might still feel are open. 

The general feeling voiced by the team members was that the Team is proceeding at a good pace and that AFP shows promise as a tool for 2006 and beyond.  Details still need to be worked during HITLs to increase comfort level with the many open questions the group is tackling.  
Some specific comments, categorized by subject, included:

· Towers:  Jeff Tichenor has been discussing the AFP project with personnel at several Towers around the country.  There are concerns about the number of EDCTs, revisions, and combining AFPs with other programs (e.g., Miles-In-Trail), but generally most understand and support the concept.  
He sees a need to nail down the scenarios we plan to use to run comparisons to simulated GDPs to evaluate things like delay impact, EDCTs, etc.
He also noted that many towers do not have TMUs.
Others also noted the number of airports involved and the impact on ORD will be big factors affecting AFPs.
· Goals/Expectations:  It was noted by a couple people that the Team seems to be on track if we can narrow down goals and expectations to certain specific events or use cases in 2006.
Others similarly expressed a need to “keep it simple” for Release 1 (Spring 2006); i.e., keep the complexity down.  
· Training/Education:  Some questions about the need for Training and timely training were raised.  There is a lot of information and change to communicate in a short period.  
ACTION:  Explode K. Roller training plan doc for 8.2.
  
~  C. Catron  

Training modules based on the Flow Evaluation Training Requirements List plus Metron and Volpe input is being prepared.  

Customers emphasized Training is an issue for both sides.

The idea of a “media blitz” was proposed to get as much information as possible to as many as possible in as short a time as possible.  All agreed that every opportunity should be used to communicate what is coming and how it will change the way we work together.
   -  It was noted that a new national refresher item (MBI) on GDPs is being 
 
prepared.  The refresher will cover Compliance and will mention AFPs 
 
as an extension.

The Training Sub-team Lead indicated she was comfortable with the input she had from the Flow Evaluation Team.  The TFM Training team is working on how to deliver the necessary training.  

Final Performance Objectives for AFP Training are due by 29OCT05, but some adjustments are possible after that date as more is learned from HITL exercises.

An AFP Training Sub-team meeting is planned before the next full group meeting.

It was also noted by a couple of people that FSM is largely an ATCSCC tool, so understanding it enough to contribute to a program is something field TMUs need to continue to work on.  
· Compliance:  Related to the education issue, the number of airports involved, etc. is the question of what kind of compliance can we expect with AFPs (EDCTs, etc.), and how will this impact a program. 
This compliance question is directly related to training/education efforts for both sides; that is, access/awareness/education for pilots as well as awareness/ enforcement by Air Traffic Control Towers (ATCTs). 
· Pop-ups:  This was raised by several members as a continuing unknown factor that may impact an AFP.  

· Substitutions:  A definition and process for using substitutions still needs to be worked out in HITLs.

· Communications:  This was voiced as a training/education issue and as a process issue when implementing AFPs.
Team members have been sharing information with other TMUs and Customers to get feedback, reaction and ideas.
· Under-delivery:  Several people from both the FAA and Industry mentioned a concern about knowing if/when we may be under-delivering during a program.  This discussion surfaced several times during the following exercises as well.

· General Aviation:  Education problem is compounded by the variety/breadth of audience.  Access to information in a simple/easy way is necessary (e.g., Web info re. EDCTs and AFPs as previously recommended by the Flow Eval Team).
· HITLs:  The Team needs to keep working on the ”details” to make sure the program answers the big questions.  We need better ways to measure the progress being made (or not).  
Also need more review of realistic interactions starting with this HITL to review the requirements and methods that will be needed to make the “process” work as well as the tool.
HITL software has been difficult to work with, but will continue to be improved over coming months (e.g., support for analyzing Departure traffic impacts, fast forward capabilities, adding real features as they become available, etc.)
T. Yuditsky from the FAA Human Factors Team noted that the HITLs should begin to move to a point where participants are taking their full, realistic roles in order to understand the process requirements more clearly.
   -   It was noted that this will be the last HITL where participants will have the 
 
‘helpers’ from Metron to assist.  
Phil Smith similarly noted the need to have Dispatcher level personnel involved to catch “odd” case situations for process/training needs.
· Procedures:  The formal FAA Notice is proceeding well.  Small changes are being made.
Due date for AFP Procedures Notice is still 1NOV05.  
Small changes for the AIM will also be necessary, but no major effort.

Jill Sparrow noted that many of the procedural issues we are discussing really exist with GDP programs today.  They are just expanded or raised further with AFP.  We must continue with HITLs to clarify as early as possible the issues/changes needed with AFPs.  We may discover we have even more flexibility with AFPs than with GDPs.
Flow Evaluation Team Subgroup Reports
The team then moved into discussions and reports from the various subgroups.

Industry/Customer Sub-Team
The Industry Sub-group did not conduct a meeting since the SEP full team meeting.  They may try to meet during this week.  
No report at this time.
Procedures Sub-team

The Procedures Sub-Team has been conducting meetings to review and update the FAA Procedures Notice.  The document is in good shape with minor revisions continuing.  Jeff Tichenor has some comments/input he will provide from a Tower standpoint.  
ACTION:  Flow Evaluation Team Members should review the Draft Procedures document and forward any comments to John Rupp.

NOTE:  Any final comments due to John Rupp by 22OCT05.  
 
  The document will be finalized by 1NOV05.

An “internal ATCSCC procedures”  will be 90% the same as the external notice.  This will be worked internally with Forrest Terral’s help.  No issue.

· This “internal” procedure will indicate and define that “AFPs will only be used with these three cases (or so)” in 2006, only these certain personnel (likely the National ESP position) will run AFPs in 2006, etc.

ECR handling will involve no or minimal changes to current documentation/procedures.  No issue.
Concept of Operations:  This document is being re-drafted to be more “user-oriented.”  It will be published for review by approx. 15OCT05.  
Training Sub-Team

The Training Sub-team did not meet and the sub-team lead did not attend the meetings/HITL exercises.  No report out.  
A meeting is expected in the next two to three weeks.  
   (NOTE:  A meeting was held 13OCT05; notes and ‘report out’ will be forthcoming.)
CDR Sub-Team Report 
[NOTE:  Additional comments/changes on this section may come from Phil Smith]

The CDR Sub-team met on the afternoon of 3OCT2005.  A summary of the meeting discussions and questions was presented by Phil Smith and is summarized below.
· A significant number of CDR changes are expected in the next update cycle due to the Florida Airspace Initiative.

· Dynamic use of CDRs.

· Some towers are now using this with some effectiveness. This will be further explored on an upcoming Telcon.

· IDS4 is being used to display CDRs.  It is recommended that this data be made available to ………….. ?

· Memphis Center procedure to dynamically/automatically change departure gates is being trialed
· It seems to be working well
· Other Centers are interested and a Telcon will be set up to discuss the process
· Can it work with other facilities if the Host is configured differently?
· Playbook:  
· Stats from this summer use have been gathered

· Some Plays are being rarely used – once or twice for the summer.  

· A question is that the CAN3 was only used once 

· Why do there seem to be more infrequently used plays?

· Some additional telcons are being planned before the End of Season review, which will address the use of Playbooks more thoroughly. 
· The CDR Sub-team will continue to look for creative ways to use Playbooks.  
This will be a topic of discussion at the upcoming End-of-Season Review.
· The Sub-team discussed the occasional issue of communications breakdowns regarding the use of Playbooks.  For example, flights being moved with limited notice or flights being moved that could not handle the resulting fuel requirements.
· It was noted that the Reroute Monitor should help with compliance issues.  
Perhaps there is a training issue that is limiting effectiveness of catching incorrect flights?
· This was discussed by the full team and most were quite positive on the capability of Reroute Monitor to help with compliance questions in the future.  Mike Golibersuch’s write-up of monitoring suggestions should also be of assistance to anyone needing to track compliance.
Ken Howard noted that the enhancement for GAs to allow tracking a group of flights by Aircraft ID will be included in 8.2.

· Timing of CDR/Playbook updates has been raised as an issue.  

· They are not always synchronized correctly, which may cause conflicts or underutilization.  This needs to be further researched.

· Modified Plays.  The use of modified plays was also reviewed.  
· Some feel modifications lead to confusion or more work.
· The alternative view is that without ‘modified plays’, many more would be needed and that would be unmanageable. 
· This also needs further review and broader discussion
· Which plays changed most often and in similar fashion?
· 45-Minute Rule for changing Flight Plans, CDRs, etc.

· A question was raised as to why some towers (e.g., CLT) seem to be able to change CDRs within 45 minutes prior to departure.  

· The CDR sub-team will check with CLT and ZTL to see how and why this done.

· Question:  How many reroutes change within 15 minutes of issuance?
· Mitre research shows perhaps 2 to 4%.  Is this a Training issue?  Can better use of Reroute Monitor help?  Would a ‘flag’ of some sort to alert users re. a chance of status on the Monitor help?  But then when/how would the flag/highlight be terminated?
Summary:  Any issues with Playbook routings should be brought up now.  They will be discussed at a couple of forums over the next month or two with the goal of improving uses/processes for the next severe weather season.  
HITL Sub-Team

The HITL Sub-Team also met on 3OCT to finalize plans for the HITL exercises that are to be run over the next couple days.  See Appendix 5.
Analysis Sub-Team
The Analysis sub-group did not meet, but expects to do so soon now that Jill Sparrow is on board.  
Control Time and Tower Issues
Jeff Tichenor reported on investigations he has undertaken regarding when and how the Pre-Departure Clearance (PDC) system will work with AFPs and the use of the ‘0900’ flag that indicates an EDCT is no longer needed.  
Jeff also investigated the possible use of PDARS as a tool for AFP analysis.  

See Appendix 3 for Jeff’s presentation material.
PDCs:  
· Strip availability and PDC info availability are nearly simultaneous 

· Available time for PDCs is usually 30 minutes prior to departure

· Strips are printed based on P-Time not C-Time

· Updates are held until the last minute prior to printing to avoid changes.  This means that reducing the EDCT assignment to 40 minutes prior to departure might be good; i.e., save a few more revisions/new strips.

· If the Control Time (CT) is extended/pushed out, ETMS will currently hold updates to the CT (for Host to send to the Tower) until 45 minutes prior to the first CT.  (Although, Ops Centers would know all the updates in between.)

· Question:  If this EDCT update time was reduced to 30 minutes prior, would this be OK?
   -   FAA team members seemed to think it would work
   -   Customer Ops Center personnel seemed to think it would be OK.
   -   GA reps were not certain it would help.  
  
They still have the question about a flight departing within its 
 
“known” EDCT and then being possibly penalized when they 
 
thought they were being compliant.  
 
Note:  GA flights may see the original EDCT on line if we 
 
implement that capability, but it is very unlikely they would see 
 
any subsequent changes to the EDCT.
 
Training to have GA pilots check/verify EDCTs during their final
      departure preparations might be necessary.  

· If delay is reduced, then a notice is sent one hour prior to the new CT.

· The issue of program revisions was discussed at length.  

· How often will revisions be necessary and what will be the impact for EDCTs, pop-ups, compliance, etc.?   This is a major concern for ATCTs.
‘0900’ use as a ‘flag’ for canceling CTs: 

· ETMS will buffer/hold the ‘0900’ flag for a few minutes to see if another program will impact the flight.  This should avoid ‘false cancels,’ confusion, multiple messages, etc.  during rapidly changing conditions. 

· If two programs are involved and one is cancelled, the flight will be treated as a pop-up in the second program and receive the average delay.  This is unlikely to be a problem in Release 1 anyway.

PDC and ‘0900’:

· No problem is anticipated.  The new EDCT is usually issued within a minute or two after a program is cancelled.

· No full route clearance (FRC) is required if the flight had a PDC and an 0900 indicator to release the flight is received; the crew just needs to be notified of the release/change.   
ATCT Concerns Summary:  The main concerns regarding AFPs for Air Traffic Control Towers (ATCTs) are the number of EDCTs that might have to be issued and the number of program revisions that might occur.  

PDARS for AFP Evaluation/Analysis:
· All 20 Centers and many ATCTs now have PDARS

· PDARS could be used for pre-implementation baseline analysis (e.g., traffic counts for specific areas/FCAs to help set rates) or follow-on performance analysis (next day analysis).

· Daily or “canned” reports of specific AFP events, statistics, etc. could be easily built and requested.

· PDARS is based on Host and ARTS data and is therefore deemed very accurate.

· The Team reviewed examples of PDARS Excel Reports and Visual representations from their associated GRADE product.  

· This PDARS presentation will be posted on the Team’s web site   http://cdm.metronaviation.com/Workgroups/route_eval.html under the section entitled Other Route Evaluation Documents: 
Action Item Review

The Team reviewed open action items.  The result of the review and current status of actions are summarized in Appendix 2.  

AFP Development and User Interface Change Update

Kevin Rosengren reported on the status of AFP Software Development and some User Interface changes that are being implemented.  (See Appendix 4 for excerpts from Kevin’s presentation.) Some key discussion points from the briefing are summarized here.  
· Per recommendations from the Flow Evaluation Team, FEAs/FCAs have been separated from Airports in the “Open Data Set” dialog box.  
· It was noted that NAS Element FEAs/FCAs that are FSM eligible will not yet be displayed in 8.2.

· This should not be a problem if the number of ‘use cases’/’scenarios’ for Summer06 is limited.

· Tanya Yuditsky noted that we need to tell the users if this is the case.  

· There are significant changes to the GDT Set Up Dialog Box.   As we are learning in HITLs, this is a major training issue (e.g., reducing by percentage).

· As a reminder, it was noted that:

· The default AFP time is the same as the underlying FCA time

· The ADL data time extends beyond the AFP by six hours.

· A Warning will be issued if there is an attempt to extend the AFP beyond the underlying time for the FCA

· Flow Eval Team UI Recommendation:  If modeling, a Warning regarding time conflicts is OK.  
If trying to issue an actual program, the message should be an “Error” with a required change to the FCA time; not just a warning.
· For 8.3, it is recommended that the system automatically extend the FCA if there is a change in the AFP.

· The Facilities Tab on the GDT Set Up page presents a full section of exemption choices; that is, each center separately listed as well as space to type in specific Airports.
· NOTE:  This is in conflict with the Flow Evaluation Team recommendation of using primarily FCA filtering/exclusions instead of FSM exemptions in order to avoid the confusion and workload associated with more EDCTs.
The Team would rather see monitoring FEAs set up if a full picture of all traffic is needed rather than burdening the system with hundreds of additional EDCTs.  
· It was also noted that the Letter of Agreement with Canada may need to be reviewed/modified and then have the AFP UI synch up as necessary.  

· See Human Factors Observations section on page 20 of this document for more details regarding UI recommendations and questions.

· Development Status:  A first build has been completed and testing is ready to begin.
AFP Analysis Metrics
In response to a previous request/action, Mike Brennan of Metron Aviation has developed an analysis guideline to help the Flow Evaluation Team evaluate HITL exercises.  Some key points of the analysis program are noted below.

· Each HITL run will be evaluated on a Cost vs. Effectiveness basis.  
· Cost will include things like the number of EDCTs required, the Average Delay, the Total Delay, etc.

· Effectiveness will involve a measure of Capacity based on MAP values.

· Results of each scenario can be plotted on a simplified graph for comparison as follows:


[image: image2]
· The question of under-delivery was also raised again.  

· This may be more difficult to determine in AFPs.  
Perhaps the “Cost” factor of a Solution 1 vs. a Solution 2 can be used to determine which was delivering better results and not under-delivering traffic.
· Some subjective evaluation may also be necessary in judging various approaches.

· Mike also presented some preliminary information regarding EDCTs with AFP vs. GDPs for some of the major airports.    The Team will continue to monitor this during HITLs.  Mike Brennan will also continue to look at the number of EDCTs for smaller airports/non-towered airports.

HITL Rate Setting Exercises
Phil Smith led the group in reviewing factors that might influence planning decisions --  Weather scenario, rates, pop-up factors, etc.  He then presented the team members with a paper-and-pencil exercise designed to simulate some of the decision-making that would need to occur prior to implementing an AFP.  Following the task, the Team discussed results, answers, techniques, etc.  Some key points included:
· Telcon:
· The Team conducted a good simulation of Telcon discussions to work on realistic processes and program designs.
· Timing:  This created significant discussion as follows:
· Starting early may allow more time for program preparation, Customer reaction, decisions regarding inclusion of West Coast flights, etc.

· Wx development will always be a factor, of course

· Continuing to review a proposed program at each Telcon will help better prepare/revise the program as the Wx actually develops

· An AFP may actually need to be in place for a couple hours before it begins to have an impact

· Need to remember that the “Time” is the Time at the FCA, not at the airport

· A later start time might reduce the number of pop-ups, but an earlier time might catch more flights (e.g., west coast departures)

· Flight Ops Centers might be cooperative/proactive in looking to spread out flights if they know a program is coming 
· It was suggested that erring on the side of conservatism might be preferable when all stakeholders know the system will be constrained.  
It is likely that starting earlier with a minor scale-back AFP program may help avoid more serious programs or delays later.

· Flights from the mid-west/short-range routes can likely be found to fill gaps if over-estimate early
· A small west coast delay has been found to create a lot of room as constraint situations develop in the east

· The other side of the argument is that traffic flow management should have a high degree of certainty of constraints in the east before impacting long-haul, transcon flights.  
HITL Exercises
In the afternoon of 4OCT05, initial HITL exercises were conducted using Scenario 3 outlined in Appendix 5; that is, the previous FCA010, but corrected to include all necessary flights and split into two legs – FCA711 for the ZOB side and FCA 712 for the ZDC side.    
The ATCSCC team simulated preparation of the FCA and ‘proposed AFP.’  
NOTE (possible 8.3 item):  It was noted that the ability to adjust the pop-up factor on an hourly basis would be very useful – pop-ups are likely to be low at the beginning of a program and then increase a couple hours later.  This would also be helpful when revising a program.  
A workaround might be to not use the pop-up factor at all but just the Arrival Rate for each hour instead.  

Discussion of average delay seen during modeling led to a couple comments/questions:

· More time to prepare was helpful in understanding what was coming.

· Higher average delays could be misleading because more aircraft and more airports are involved?

· Understanding specific individual demands at a particular airport or for one carrier might be more important?

There was also a discussion and some clarification regarding Power Run modeling:
· The Power Run Arrival Rate is the average of the TOTAL number of Flights in the entire time period.  It may thus provide a rate that is smoothed to an artificially low number.

· It may therefore be more desirable to set/adjust ARs for each hour, or use a percentage of the “best” hour without weather rather than just an average?
The AFP indicated there is still a big question and much discussion about rate setting.
· Is the goal to eliminate huge spikes, or smooth the entire period to a lower rate, or …?

· The average delay resulting from a small reduction (10%) seemed way too high

Review of sector impact:
· The west flow (711/ZOB) seemed to be mostly OK

· The southern (712/ZDC) flow showed many more highlighted sectors

· Does this indicate West/711 was over-controlled and South/712 was under-controlled?  
Or was this the right mix since we did not yet see pop-up impacts?

· FINDING:  These sector evaluation results seemed to indicate that splitting the larger AFP into two legs did allow more flexibility in adjusting separate rates for each flow depending on need.  
5OCT2005

HITL Exercises
The team started with a run through Scenario 3 again, but without interrupts in an attempt to create a more realistic environment.  
The Wx scenario was altered to be a solid line of Thunderstorms that would likely greatly reduce ZOB traffic throughput and cause reroutes through ZDC (e.g., more traffic on IIU and VUZ plays/reroutes).  
The goal was to further explore rate setting for two separate legs/AFPs – one for ZOB, and one for ZDC where we would expect more spillover flow from ZOB.  

· A Telcon was again simulated to explore the need and design of a program with input from all stakeholders. 
· FINDING:  An ideal scenario seems to include building a Public ‘FSM Eligible’ FEA for modeling to help with Telcon discussions and coordination.

· Customers indicated they would usually not reroute until after they saw the delay averages, etc.  

· Facility reps indicated that some structure to arrival routes and some adjustments to departure routes (e.g., for DC Metro and PHL) would be likely with this scenario, and some MIT restrictions might also be likely for departures.

· Discussion to this point:

· There is still major discussion and exploration regarding rate setting.  For example, big discussion re: what is 100% baseline for reduction?
· ACTION:  Check PDARS for counts on peak hours and for average weekend counts for certain Centers (ZOB and ZDC).  ~ J. Tichenor
· Subjective evaluation from the ZDC rep indicated that he felt a rate of 100 might have been better than the 60 rate we chose for the ZDC AFP.  

· POET data showed peak counts of around 100 for both ZDC and ZOB, though the ‘average’ rates were much lower.  
· Some discussion that even smaller AFPs would allow more surgical adjustments to traffic.  It was agreed that this would be explored in Release 2, but for now the Team assumes local facilities would be creating FEAs and monitoring local needs for surgical adjustments anyway.

· Pop-up Training issue mentioned:

· How to get to rate numbers with pop-ups considered?

· Need to use realistic pop-up factors to minimize added delay?  Some assumptions we used (20 - 30%) seemed a little too high.
· If ZOB is really sharply hit in a Wx line scenario such as this, then a minimal pop-up number should be used.

· Customer reaction and reroutes to this scenario were hindered due to technical issues with HITL Software.

Rate Setting and GAAP Discussions

During lunch break and while waiting for technical issues to be resolved the Team reviewed ideas regarding AFP rate setting and alternative GAAP AFPs again.

Rate Setting Baselines:
Curt Kaler led a review discussion of baselines rate setting ideas.  For discussion purposes, two sets of numbers were offered.

If the Team assumes that historical data from POET is correct, we would get the following baseline rates for AFPs 011 and 012:

· 011:  115 east bound and 229 total

· 012:  75 northeast bound and 182 total

If the Team uses MAP-generated data; i.e., summing all MAP values for all the high altitude sectors, we would get the following hourly totals for 011 and 012:

· 011:  608 east bound

· 012:  352 northeast bound
This leaves a big question as to what the numbers should be.  Which is correct?  Which do we intuitively think is correct?  Which should be the baseline for rate setting/reduction factors?  How do we ensure we are not under-delivering during an AFP?  Can we ensure the major airports are kept at a maximum rate?  This obviously bears further review and discussion.
GAAP Allocation Scheme for Pop-ups:

Based on the previous HITL, the Team returned to a discussion of possibly using GAAP-like programs to allocate for expected pop-ups; e.g., if we know 011 flights will be routing around ZOB to the 012/ZDC airspace, then allot x slots per hour for  those expected AFP012 pop-ups.

The issue is that GAAP does not guarantee delay numbers and it grows to the “highest” delay number very quickly.  It does not seem to be supported by most on the Team.  

“Enhanced Pop-up Management” is a candidates for the 8.3 release and is more likely to help with AFP pop-up issues.

It is also expected that pop-up numbers may begin to decrease with Honeywell and other service vendors sending in more GA Flight Plans.  They will become “known” flights.  

This led to a brief discussion on how often an AFP would/should be revised.  The team needs to come to some agreement regarding limits to the number of AFP revisions.
HITL Exercises Continue

The Team then ran Scenario 3 again, but with different assumptions; specifically,

· Popcorn thunderstorm activity requiring general deviations and thus general reductions in traffic inbound to the northeast (ZNY and ZBW).
· Assuming a “normal” rate of 100, arrival rates were reduced by 30% and pop-up factors added.

Observations:

· Still a lot of confusion regarding how to use the tool to set rates.  
Is there a better User Interface that might simplify this process?

· Delay seemed too low.  In this run, significant rate decreases did not drive delays way up.

· Does this mean the 100 rate to start with was too high?

· A good questions was raised:  Do we need to define the exact process for filling in gaps/ESP traffic?

· A review of sector load impact showed many more sectors over MAP values with this run than previous, especially in ZDC.
6OCT2005
Post-run HITL Discussions
The group convened with a discussion of the HITL exercise involving a line of thunderstorms that was allowed to run to completion overnight (i.e., the HITL that greatly reduced capacity at ZOB and deviations were expected at ZDC/AFP012).

Observations/Discussions:
· Revisions would likely be necessary.

· The questions then would be:  When?  How many? Etc.? Are there indicators that might help answer these questions?  
· The Team again noted that pop-up assignments by hour would be a good enhancement.  This would be good for revisions as well.
· Workaround:  change AAR rate by hour to fudge the pop-up factor.

· The ZDC (012) side seemed to continue to work OK, which could indicate that the overall goal of avoiding impact to flights that don’t need to be controlled was met.
· The ZDC rep indicated he would have probably cancelled the ZDC AFP012 after observing for an hour or two and worked with monitoring FEAs instead.  

· There is still a possibility that the picture may have changed if delays on the 011 side continued to rise and more traffic rerouted.

· It was noted that the AFP seems to require a heavy amount of management and awareness of what changes to various factors (pop-ups, arrival rates, cancellations, etc.) might do to impact the program, how/when to revise, when to supplement with other programs/TMIs, etc.
· There is certainly a strong requirement to stay in close contact with the TMUs involved

· Pre-analysis work and guidelines might help

· The team noted a need to consider more use of remote HITLs to evaluate realistic scenarios and communications channels and to work more scenarios to completion

· The goal is to get to remote capability by DEC05 at the latest

· We need to spend more time observing the tactical behavior/reaction of Customers as a scenario develops

· Remote access/participation will require some prep work and training with users
  -  Some one-on-one set-up work, and then multiple site network testing
  -  A Users Guide is being prepared now to help with remote HITLs
· There was significant discussion regarding reroutes
· When would they occur?  How could a Customer maintain slots? Etc.

· In this case, there would not have been much choice available.  A solid line of thunderstorms in the ZOB area would have dictated routes to the south through ZDC or to the north through Canada – not much choice.

· The Customer reps noted that in an AFP situation some suggested reroutes issued  along with the AFPs would be useful to Operations Centers 

· To provide structure where necessary

· To avoid last minute tactical reroutes if possible

· There was some concern and discussion regarding the stack at the end of the program, but some concluded this is very similar to a GDP where the stack dissipates with other Operations Center actions or Weather changes.  

· PHL traffic did not get picked up because it is usually below 240 by the time it leaves ZDC.  

· The Cancellation column on the FSM Timeline is a little confusing
· There needs to be a distinction by color or some means to show “Drop Outs” differently than other “cancels.”

· It was noted by the HF expert that in general maybe the bar graph and other display items should be more aligned with AFP needs, events, etc. rather than defaulting to current GDP displays.  

· Significant discussions regarding correct rate setting, pop-up planning, etc.

· This again points to the need to limit the number of applications/scenarios for 2006 implementation.  That will allow some control over complexity factors, and perhaps can be supported with some specific guidelines for certain use cases.

· Pop-up factor remains a huge question for the users of the tool
· Can it be adjusted during the program as situation changes?

· Can a Guideline document be provided

· There was one interesting suggestion that AFP pop-ups might not be as important as with an Airport program.  We may be overly concerned.  
For example, 15 extra “unknown” aircraft spread out over an hour and over several sectors may not be a big deal to handle.  The same 15 extra aircraft would be much more of a problem if they were all headed to one airport with reduced capacity.
· Some “unknowns” still posed at the end of this discussion were as follows:

· Impact on ZID?

· Would MIT be used along with the AFP and if so, how?

· EXIT Strategies?

· Impact of big changes; e.g., if the ZOB rate must fall to 0 – 20% vs. 40 – 50%

· Exactly what use cases for 2006 will look best:  

· High level reduction for Popcorn thunderstorm scenario, or solid thunderstorm line scenario with more deviations/reroutes, or both?
· Sector impact review showed the following:
· The problem at ZOB looked to be solved
· The impact on ZDC looked OK.  Some sectors did show MAP increases above ceiling, but these results looked like the normal overages they deal with all the time anyway.

HITL Exercise Scenario 6
The Work Group then continued with the next HITL Scenario run.  
Scenario Description:

This scenario involves FCAs further out along the western edges of ZOB and the southern and western edges of ZDC; see Scenario 6 with FCAs 051 and 052 in Appendix 5.  The FCAs were first filtered for traffic arriving at ZNY and ZBW.  
The constraint scenario is Popcorn/Airmass thunderstorms over the eastern half of the country – broad coverage, medium to low density, high confidence.  No reroutes would be issued but there is a known requirement to slow traffic heading into the northeast airports.  Airport Local Weather conditions are expected to remain satisfactory to receive traffic. 

A Planning Telcon was simulated to set rates, discuss related issues such as TMU needs, Customer responses/requests to the likely program, etc.  
· Yes, there was much discussion about Rate Setting again.  
ACTION:  The Metrics/QA sub-team will gather statistics and make recommendations re. AFP rate-setting, baselines, etc.
The HITL was paused at the start time, 1700Z, to review/discuss impact at that time.

· Avg delay was 23 minutes
· Impact still seemed too heavy for ZOB airspace.  It is assumed ZOB would have asked for a revision at this time to eliminate the expected pike in traffic

· Pop-ups;  6 were seen in each of the first two hours – not bad since only 5 were planned.  Impact does not seem too bad.

· There actually seemed to be fewer EDCTs with this larger AFP and placement

· Customers reported they may have been better off to fuel for “escape” options off of some airports (ORD, DTW) rather than taking full CAN reroutes

· The general “feeling” about this FCA/AFP placement was that it seemed effective to manage the flow and still allow internal traffic to continue to move as well.

· A good discussion was conducted regarding what would be the strategy if delays continued to climb (e.g., the weather worsens and rates might have to be further reduced or airports could be closed off).

· Reduce the rate if necessary and incur more delay?
· ESP delay might worsen (no overhead gaps for ESP departures)?
· GS or GDP for some airports?

What would be the impact including of a GS at LGA at this point?

· What impact would this have to EDCTs
· The exercise stopped LGA arrivals from second tier airports from 1730 – 1830

· Would have to turn off subs (if they were in effect) before the GS

· In response to a question it was noted that when the GS was purged, aircraft waiting would be assigned the avg FADT delay for the AFP still in place.

· Little impact seen if EWR, JFK, etc. were still receiving full rates?

Program fast-forwarded to 1845Z for review/check on the two AFPs.
· ZOB/051:  

· Some of the peak hour spike had been eliminated

· No serious, long-term issues seen so the response may have been to do nothing else at the moment.

· ZDC side (052):

· Seemed to be pretty heavy impact on ZDC sectors for the first hour or two, but many were Departure sectors again; possibly control with MITs.
· Traffic rate seemed to die down after 0000Z, which might indicte the program could be stopped earlier than planned.

Program fast-forwarded to 1930Z for another spot review/check on the two AFPs.

· Revisions complete; LGA program no longer in effect

· Avg delay = 43 min

· A discussion with ZOB would probably revolve around picture for the heavy 2000 hour and forward.

Discussion:  What else could you do if the Wx worsens?

· Revise the AFP with all four centers (ZOB, ZDC, ZNY, ZBW) captured?

· Maybe add close in AFPs, 011 and 012, and model this to determine impact of  further metering?

Discussion:  What value might there be in using Center boundaries for the AFPs?

· Easier to describe?

· Easier to capture stats/metrics for evaluation?

· Ground program at one airport did not impact the AFP

· Decision:  Agreed to work with this for the next HITL

· Will therefore try to gather stats for the these FCA/AFP placements (from POET and PDARS) 

The scenario was stopped at this point to set up the same AFP placement but filtered for all four Centers to be controlled vs. just ZBW/ZNY.
HITL Concerns/Needs

Between Scenarios, the Team discussed some HITL ideas and needs.

· Need to capture statistics on departure flows to have a full picture of the impact of AFPs.

· There is no clear way to evaluate ESP delays.  May have to rely on subjective expert opinion from ZOB and ZDC reviewers.

· Pop-ups seem to be more manageable than expected in some scenarios we have run.  

· Maybe a low number like 5% is suitable for the first two hours of a program and then the number could be increased to as much as 20% for later hours.
· Along with revisions, the pop-up factors could/should be adjusted again.

· Need to continue to review the impact of ORD/MDW EDCTs in different scenarios.  Metron will help with this analysis.
· Many in the Team felt the last scenario with AFPs 051 and 052 seemed to run smoother/cleaner than the previous runs with 011/012.  Are we learning as we go?  Or is this really a better scenario?

· PDARS and POET baseline data is needed for:

· 051 and 052

· 011 and 012
HITL Exercise Scenario 6

The Work Group then continued with the next HITL Scenario run.  

Scenario Description:

This scenario involves the same FCAs further out along the western edges of ZOB and the southern and western edges of ZDC; see FCAs 051 and 052 in the HITL Plan for 4 – 6 OCT.  For this run, the FCAs were filtered for traffic arriving at four Centers -- ZNY, ZBW, ZDC, ZOB.  

Discussion/Observation Notes: 
· Not much time was left to allow this scenario to run for an extended period.

· One observation was that there were many more EDCTs to deal with.  

· For example, 250 EDCTs would be required for ORD, the max hour would require 27 EDCTs.   
· The data for this scenario was to be run overnight for analysis later.
Human Factors Observations
The following notes were received from the Human Factors expert attending the OCT HITLs.  They are excellent observations that are included here for the information of all.  Note that these issues and recommendations do not constitute commitments.   User Interface enhancements will likely continue to be reviewed by the Flow Evaluation Team, the TFM Users Team, Human Factors experts, Development Teams, and others, and modifications may be made over the course of several releases as resources are available.  
User Interface and Usability Issues

FSM 8.2 will not display FCAs that are based on a NAS element.  When one of the FCAs that should be displayed can not be displayed, recommend a notice on the map indicating that there are FCAs that are not being displayed.

End time for an AFP will default to end time for FCA.  FET indicated that it would be beneficial to model AFPs beyond the FCA end time, though they do not want to allow creating such AFPs.  Recommend a pop-up warning when modeling an end time that is greater than the FCA end time.  Error message when trying to send such an AFP. (Compressions should be handled differently.)

Canadian airports.  There was some confusion about the rules for Canadian airports in programs.  Any hidden system defaults should match the LOAs with Canada.

Power Run tab.  Based on input from the FET, the defaults should be 50% to 150% in 5% increments.  The tab provides very long data entry fields for short entries.  Also the fields appear shifted to the right.  Recommend shorter data entry fields to center them in the tab.

Pop-up factor.  Pop-up factor is not adjustable by hour.  The users have to adjust AAR to adjust for a variable pop-up factor.  May be desirable to allow hourly adjustment of both AAR and pop-up factor.  This will reduce the need for mental arithmetic.

FSM terminology.  The terminology used in FSM is appropriate for GDPs but may not be appropriate for AFPs.  For example, does “AAR” accurately represent the rate set for an AFP?  The interfaces should be reviewed and terminology should be updated to be relevant to AFPs.

Data Graph.  The data graph shows percent of demand.  There was some confusion when the FET mistakenly interpreted the graph as percent of AAR.  After some discussion, it was not clear whether the data graph should be different for AFPs, showing percent of capacity.  Recommend addressing this in training and revisiting the question after AFPs have been used operationally.
Determining capacity.  The users had great difficulty determining what the capacity (i.e., AAR) for an FCA should be.  For predefined FCAs, guidelines should be provided for setting appropriate capacity values.  It would be beneficial if the default AAR and pop-up factor were appropriate for the particular FCA.  (Note: In the future, if FCAs can be created ad hoc, the users will need tools to estimate capacity.)

Historical bar chart.  Flights that route out of an AFP appear in the same color as cancellations.  The FET reported that it would be useful to distinguish between the two with different colors.  Similarly, it would be useful to distinguish between flights that reroute into an AFP and pop-ups.  Recommend adding separate color codes for these categories.  The colors should not be ones already used to represent a different category of flights in more than one existing coding scheme.  It may be beneficial to provide a coding scheme specifically for AFPs (see item below).

Color coding in bar charts.  The color coding in bar charts is appropriate for GDPs.  Recommend reviewing whether it is relevant and meaningful for AFPs, or whether a new coding scheme would be more informative.  For example, current coding includes a color for flights that have landed.  Is this information that is relevant when monitoring an AFP?  Based on a brief discussion with several participants, it would be more informative to see flights that have not yet entered the FCA, are in the FCA, have already passed through the FCA, have rerouted out, were cancelled, rerouted in, and pop-ups.
Meeting Plans and Schedule

· Mini-HITLs for AFP will be tried on the following dates.  Scenarios may be restricted and not all team members are expected/required to attend:

· 19OCT:  0900 – 1400

· 20OCT:  0900 – 1500 

· 26OCT:  0800 – 1600

· 27OCT:  0900 – 1200 

· The next full meeting and AFP HITL is scheduled for 15 – 17 NOV at Metron.  See the team calendar below.

· Remote HITL participation discussion:

· Remote access participation for HITLs are very desirable to better simulate true participant behavior, processes, reactions, etc.  Therefore:  

· Plan to have the remote option set up for use at the late NOV or DEC HITL sessions

· Customer sub-team should check with other airlines and regional carriers for possible HITL participation by remote access.

· Customers will be able to remotely use the RMT Route Option Generator tool to simulate reroutes or their own tools.

· Three requirements for remote access:

· Ensure adequate connectivity.  This should not be an issue for those already connected to the Jupiter test bed previously if no changes to networking, etc. have been made.

· Install the RMT software.  Instructions and help will be provided.
· Understand how to use the RMT tool to simulate rerouting.  
A cheat-sheet will be provided to help with use of RMT

· Will also need to check/test multiple connections before going with remote access/participation.
	Meeting Dates
	Location
	Purpose 

	19 – 20  OCT
	Metron
	“Mini” HITL Exercises
(limited scenarios, limited attendance)

	25 – 26 OCT 
	Metron
	“Mini” HITL Exercises

	
	
	

	22OCT05
	n/a
	Final Team Comments due for Procedures Notice

	1NOV05
	n/a
	Procedures Notice Final Draft ready for formal external reviews

	8 – 10 NOV05
	
	Info Only.  NBAA Convention.

Education opportunity.  TLs may assist.

	15-17NOV05
	Metron
	8.3 Development Candidates List 
       (NOTE:  AFP/Reroute features only per FET charter)
Sub-team Reports

Ops Concept Review 

HITL Exercises  

	29NOV –  1 DEC05
	Metron
	HITL Exercises

The meeting will be held at Metron although some remote runs may be trialed on the last day

	1DEC05
	n/a
	Go/No-Go Decision re. AFPs in support of SWAP.

If No, then define fallback scenarios for simpler use in 2006

	13 – 15DEC05
	Volpe (tentative)
	Preview prelim 8.2 system

HITL as needed/as able with test string
Document closes as needed

Final issues/contingency planning

	10 – 12 JAN06
	Metron
	Agenda TBD as needed

	25-27JAN
	SAT
	Info only.  Dispatchers Convention

Education opportunity.  TLs may assist.

	6FEB06
	Fair Lakes
	CDM Breakout meeting opportunity

	7-8FEB06
	Fair Lakes
	CDM General Session Meeting

Education opportunity

	9FEB06
	Fair Lakes
	½ day meeting (TBD – as needed)

	FEB06
	n/a
	Possible live trial with shadow system (e.g., behind the scenes issuance of EDCTs for Cancun traffic)

	JAN-FEB06
	n/a
	Probably trials with new S/W on Volpe test string only


Appendix 1: Flow Evaluation Team – Attendee List: 4 – 6 OCT 2005
	NAME
	ORG
	EMAIL
	PHONE
	4OCT
	5OCT
	6OCT

	Bertapelle, Joe
	CAASD
	bertapelle@mitre.org
	703-983-2690
	X
	X
	X

	Brennan, Michael
	Metron Aviation
	brennan@metronaviation.com
	703-338-7507
	X
	X
	X

	Catron, Carol
	FAA-ATCSCC, Training
	carol.cartron@faa.gov  
	703-925-3135 
	X
	X
	½ 

	Clover, Sandy
	Metron Aviation
	
	
	
	X
	X

	Cook, Lara
	Metron Aviation
	cook@metronaviation.com 
	703-928-0779
	X
	1/2 
	X

	Cranor, Bill
	COA
	william.cranorjr@coair.com 
	972-681
	½
	X
	X

	Damato, Jo
	NBAA
	jdamato@nbaa.org
	703-925-3178
	X
	X
	X

	Deering, Robert
	AAL
	robert.deering@aa.com 
	817-967-7195
	X
	
	

	Dockan, Gary
	US Airways
	dockan@usairways.com 
	412-747-1680
	X
	X
	

	Ermatinger, Chris
	Metron Aviation
	ermatinger@metronaviation.com 
	703-234-0734
	X
	X
	X

	Godfrey, Glenn
	FAA/ATCSCC
	glenn.godfrey@faa.gov 
	703-904-4525
	X
	X
	X

	Hines, DeAnna
	Metron Aviation 
	hines@metronaviation.com 
	703-234-0801 
	X
	X
	X

	Hof, Joe
	FAA/ATCSCC, Procedures
	joe.hof@faa.gov 
	703-925-3113
	X
	X
	X

	Hopkins, Mark
	DAL
	mark.a.hopkins@delta.com 
	404-715-0215 
	X
	X
	X

	Houde, Jim
	NG/CTA,

 TAC Support
	jim.houde@ngc.com 
	703-453-8891
	½ 
	
	

	Howard, Ken
	Volpe/Arcon
	ken.howard@volpe.dot.gov
	617-494-2697
	
	
	

	Kaler, Curt
	FAA/ZMP,

STMC
	curt.kaler@faa.gov 
	651-463-5517
	X
	X
	X

	Krause, Mike
	NG/CTA,

 TAC Support
	michael.krause@ngc.com 
	703-453-8876

703-725-6450 (m)
	X
	X
	X

	Libby, Mark
	FAA/ATCSCC,

FAA Team Lead
	mark.libby@faa.gov 
	703-925-3149
	X
	X
	X

	Matuszewski, Tim
	AAL
	timothy.matuszewski@united.com 
	847-7003016
	X
	X
	X

	McGrady, Charles
	FAA/ZID, STMC
	charles.d.mcgrady@faa.gov 
	317-247-2243
	X
	X
	X

	Mead, Charlie
	AAL
	charlie.mead@aa.com
	817-967-7669
	X
	X
	X

	Miller, Jeff
	ATA, Airline Ops
	jmiller@airlines.org
	703-904-4534
	X
	X
	X

	O’Hara, Dennis
	FAA/ZDC
	dennis.o’hara@faa.gov 
	703-771-3504
	X
	X
	X

	Olsen, Ed
	NWA,

AL POC
	edward.olsen@nwa.com 
	612-727-0294

651-338-4120 (m)
	X
	X
	X

	Rupp, John
	FAA/ATCSCC, Procedures
	john.rupp@faa.gov 
	703-925-3121
	X
	X
	

	Smiley, Dan
	FAA/ATCSCC, Procedures
	dan.smiley@faa.gov 
	703-925-3112
	
	X
	

	Smith, Phil
	Ohio State Univ.
	smith.131@osu.edu     
	604-292-4120
	X
	X
	X

	Sparrow, Jill
	FAA/ATCSCC/ QA
	jill.sparrow@faa.gov 
	703-326-3845
	X
	X
	X

	St.Clair, Thomas
	FAA/ATCSCC/ TUT
	thomas.stclair@faa.gov 
	
	
	
	½ 

	Strouth, James
	Mitre CAASD
	jstrouth@mitre.org
	703-983-6845
	X
	X
	X

	Tichenor, Jeff
	FAA/D01,

STMC
	jeff.tichenor@faa.gov 
	303-342-1586
	X
	X
	X

	Yuditsky, Tanya
	FAA/WJHTC, Human Factors
	tanya.yuditsky@faa.gov 
	609-485-5375
	X
	X
	X


Appendix 2: A:  Flow Evaluation Team – Action Items: 4 – 6 OCT 05
	No.
	ACTION
	Responsible
	When
	Status
	Comments

	1004-1
	Explode K. Roller training plan doc for 8.2.
	C. Catron
	OCT05
	Done
	

	1004-2
	Check PDARS counts for peak hour numbers and average and weekend traffic rates for ZDC and ZOB.
	J. Tichenor
	OCT05
	OPEN
	

	1005-1
	Gather statistics and make recommendations re. rate-setting, baselines, etc.
	QA/Metrics Team
	NOV05
	OPEN
	Present to Tm at NOV meeting

	1006-1
	Check on hook-up for remote HITL access at DCC
	Metron
	NOV05
	OPEN
	


2-B:  Flow Evaluation Team Carryover Action Items

(NOTE:  Old completed items have been removed to conserve space/time.)
	No.
	ACTION
	Responsible
	When
	Status
	Comments

	0912-1
	Prepare recommendation to conduct further CDR usage analysis with POET 

(How often filed, used, amended, etc.)
	P. Smith
	OCT05
	OPEN
	

	0912-2
	Propose “max” default setting for AFP Rate Line
	Metron
	OCT05
	OPEN
	

	0913-1
	Conduct off-line test run to determine how software handles changes to an FCA’s size (if reduced, if enlarged).
	Metron
	OCT05
	OPEN
	

	0913-2
	Investigate the exception case of how flights that “drop out Cancel” are treated vs. those that that are rerouted.   
  -  Are slots maintained or not?

  -  Other differences?
	Volpe
	OCT05
	Done
	See Requirements Doc section 2.8.7 and 2.8.8

	0913-3
	Prepare Proj. Sched to include dates agreed by team for Procedures, Go-No Go for canned NY Metro AFPs, Training Pkg, etc.
	M. Krause
	SEP05
	Done
	

	0913-4
	Propose recommended stats for tracking HITL results
	Metron / 

HITL Sub-Team
	OCT05
	Done
	See Team Meeting notes for 15SEP05

	0913-5
	Check with Chicago (Bob Flynn?) to determine what is a reasonable # of EDCTS to issue in a given time period.
	M. Libby
	OCT05
	Done
	Bob Flynn contacted and will provide feedback

	0913-6
	Compile issues/questions info taken down during SEP HITLs on white boards for review by the Team; i.e., RE: Procedures, Training, Automation, HITL
	M. Krause
	SEP05
	Done
	Feedback requested

	0915-1
	Prepare POET analysis of pop-ups in pre-defined FCAs using historical data
	P. Smith
	OCT05
	Done
	Presented 10/4/05

	0915-2
	Prepare Analysis Report for SEP HITLs, including:

- Scenario 1 vs. 2

- Scenario 1 vs. 4

- Scenario 1 vs. multi-GDP sim
	Metron
	SEP05
	WIP
	

	0915-3
	Research impact/process of ‘0900 purge flag’ on PDC
	J. Tichenor
	SEP05
	Done
	Presented 10/4/05

	0915-4
	Investigate use of PDARS for data analysis
	J. Tichenor
	OCT05
	Done 
	Presented 10/4/05

	0915-5
	Prepare Analysis Worksheets for use in future HITLs
	Metron
	OCT05
	Done
	

	
	
	
	
	
	


	No.
	ACTION
	Responsible
	When
	Status
	Comments

	0816-1
	Determine if there is a Reroute Monitor issue of filtering by destination
	Volpe and Curt Kaler
	AUG05
	WIP
	Awaiting response; Volpe is reviewing

	0816-2
	Set up Telcon to review Reroute Monitor enhancement list candidates
	Volpe
	NOV05
	OPEN
	Needed before 8.3 requirements reviews?
Recommended Agenda Item for NOV Meeting

	0816-6
	Write up draft procedure for the “Jump-off-Joe” concept for GA aircraft
	J. Buckner / 
J. Damato
	SEP05
	WIP
	Concept and test in NY Metro area still underway.

Await feedback from CDM lead.

	0816-13
	Review ARTCC and Terminal Steps in Draft Procedures Doc; forward comments to John Rupp
	Curt Kaler / 
Jeff Tichenor
	OCT05
	WIP
	Final input due 22OCT05

	0817-1
	Set up Telcon to review and answer GDP/AFP SW interface questions with Customer SW personnel.
	Volpe/NBAA/ATA
	SEP05
	Done
	This need confirmed at 9/14 CDM general meeting

	0817-2
	Review and forward any comments on the Operations Concept paper prepared by Metron
	All FET members
	OCT05
	WIP
	New Draft Concept of Ops in draft.
Plan review at NOV15 FET Mtg

	0712-1
	Define what/how to display AFP information on the Reroute Monitor
	Ken Howard
	AUG05
	OPEN
	

	0712-3
	Prepare a proposal for handling RQD vs. RMD conformance handling. 

Would like the RRSTAT value of “NC” only when a reroute is required. We may need a new code to indicate a flight is not on the route but reroute is RMD, etc.
	Ken Howard
	AUG05
	Done
	Proposal has been made.
PLN/RMD = match/non-match.

Should be considered as 8.3 candidate.

	0713-3
	Clarify what/why/where/when Cover Sheet Metrics are needed for AFP
	Procedures and QA Sub-Teams

J. Sparrow / 
J. Rupp
	AUG05
	WIP
	

	0713-7
	Determine when ETMS might be available to support HITLs with live data
	Volpe
	SEP05
	Done
	Officially: FEB06

Early look possible DEC/JAN

	0713-8
	Amend current ECR Procedures as necessary to include AFP ECRs 
	J. Rupp
	OCT05
	WIP
	Minimal changes needed

	0614-3
	Provide soft copy of the AFP Advisory Proposal.
	M. Lehky
	JUN05
	OPEN
	


Appendix 3: AFP Control Time Issues 

(Slides presented by Jeff Tichenor to lead discussions on 4OCT05)
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Appendix 4: AFP Development/User Interface Update Changes 

(Excerpts from Slides presented by Kevin Rosengren to lead discussions on 4OCT05)
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Appendix 5: AFP HITL Scenario Plan for 4 – 6 OCT05
[image: image27.png]Significant Progress on Ul Development
has Occurred Since Requirements

« Based on requirements, Metron worked with FAA
Human Factors to develop modifications to FSM for
AFP.

— Briefed at TUT meeting in August, and ETMS Design Review in
September.

* As work progresses on the prototype, Ul changes will be

integrated.

— Changes to Bar Graph and Time Line already in prototype.

— November is target for all AFP related Ul changes to be
integrated into prototype.
— Feedback is welcome through January.

All major AFP work to be completed by November

functional freeze.




This HitL exercise to explore the AFP concept will be dealing with a “popcorn” weather event in the eastern part of the United States.  Typically this kind of weather event severely impacts the high traffic area of the northeast and inhibits the ability to manage the demand of flights both inbound and outbound from this region.  Currently this type of weather event is managed by issuing multiple GDPs in support of SWAP, with the hope that the decreased arrival rates into key airports will decrease the overall demand in the affected airspace.  This HitL will explore the use of an AFP instead of GDPs in support of SWAP to manage the traffic flow.  The weather scenario being used is captured in the first figure, and is the same as the scenario used in the previous HitL.

The scenarios that will be used for this HitL will center around three FCAs, two of which were used in the previous HitL.  All three are very thin lines that stretch from the northern border to the eastern border of the country and are depicted in the graphic.
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FCAx10 and FCAx20 have been slightly modified from the previous HitL as follows:
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The FCAs have been extended on the eastern border to capture J121 and J174 traffic.

· The FCAs do not capture the CAN1 routes on the northern border

· [image: image30.png]


FCAx20 is farther west to capture CVG arrivals
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FCAx50 is a new FCA that runs along center boundaries.

The scenarios will all focus on controlling the flights that are entering the northeast and flying through the FCA.  The group concluded in the last HitL that filtering for arrivals only was preferable over no filters and exempting departures.  We will continue where we left off by exploring additional filter criteria with the existing FCAs, along with working with a new FCA.  In addition, we will explore splitting the FCAs into two separate FCAs with separate AFPs.

Variations of the following two scenarios were run during the exercises conducted 4 – 6 OCT05.  

Scenario #3
Scenario:
Filter to include flights arriving in ZBW or ZNY going through FCAx11 or FCAx12 (These FCAs are the 2 legs of FCAx10).  Do not exempt any flights in the AFP in FSM.

Dataset Name:
5/17/2005 FET HitL Arpts – CVG ORD DTW LGA EWR JFK BOS ATL DCA BWI IAD Arr (using the 1400Z start)

AFP:
FCAx11 and FCAx12


Use the 2 segments that comprise FCAx10 (FCAx11 and FCAx12).  Run AFPs on both FCAs.

Scenario #6
Scenario:
Filter to include flights arriving in ZBW or ZNY going through FCAx51 or FCAx52 (These FCAs are the 2 legs of FCAx50 and correspond to the exact Center boundaries of ZOB and ZDC).  Do not exempt any flights in the AFP in FSM.

Dataset Name:
5/17/2005 FET HitL Arpts – CVG ORD DTW LGA EWR JFK BOS ATL DCA BWI IAD Arr (using the 1400Z start)

AFP:
FCAx51 and FCAx52

A I R   T R A F F I C   O R G A N I Z A T I O N 
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Maybe easier to achieve, but undesirable. 
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[image: image33.png]Monitor Mode Map

Mouse-over will display FEA/FCA Name.




[image: image34.png]Modifications to Standard

Monitoring Components

« Standard Bar Graph, Tine Line and Flight List
components will be used to monitor capacity and
demand in the FCA/FEA.

— Default flight list fields will be:

+ ACID
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+ ENTRY

+ CTL_ELEM

+ DCENTR
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* New ADL fields will be added to the Flight Info and Flight
Detail components.
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[image: image38.png]GDT Setup Requires Major Work

Standard modeling components will be used to model the AFP in
the FSM Client:
— GDT Setup Panel
— Data Graph
— GDT Map
— GDT Bar Graph
Modifications to the GDT Setup Include
— Override checkbox on General Tab
« Disabled by default, enabled if configured
— Reduce by Percentage function on the AAR Tab (not pictured)
— Completely new Facilities Tab for AFP
« Tab completely replaces GDP/GS when modeling an AFP.
Minor modifications to the Coversheet component will be required.
— Send button on the coversheet will be disabled unless configured to
send AFPs.
No changes to the Program Manager component will be required
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General tab modified for AFP Override.
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[image: image40.png]Facilities tab completely reworked for AFP.
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