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National Convective Weather Forecast Product





Description of Data Element and Problem to be Addressed


This product provides graphical information regarding the current and forecast locations of thunderstorms.  The algorithm produces 60 minute


extrapolation forecasts of thunderstorm activity on a national scale.  The algorithm uses a tracker to follow and extrapolate a combined


lightning and radar reflectivity field.  Future refinements will improve the predictive capabilities of the system by including forecast of


thunderstorm growth and decay. We propose to implement a prototype national-scale convective forecast algorithm during FY98.  The prototype


algorithm will run in the NCAR aviation weather development laboratory in Boulder and the output will be available for display on the web on a


password-protected weather page where it can be accessed by the AOCNet.   





The problem with thunderstorms is that they assemble just about every known hazard to aviation in one place.  Lightning, turbulence, hail,


rain, and poor visibility require that airspace users provide a wide margin of separation between these phenomena and aircraft operations. 


In addition to safety, the great variation in thunderstorm size and duration can create huge airspace capacity and flight operations


effects.  A line of thunderstorms crossing the airspace of a major terminal area can quickly produce national traffic flow problems and


delays.  Exactly where this phenomenon is and where it is going, how long it will be there or in the forecast location, and whether it is


building in size and strength or dissipating its energy are critical operational as well as safety questions.  





From an operational perspective, the sooner a pilot can be directed to deviate from an en route flight path occupied by a thunderstorm, the


less abrupt and operationally consequential the escape maneuver will be.  Similarly, the trend and trac of a thunderstorm in terminal areas


is critical to organizing gate holds and ground delay effects.  





Benefits


Based upon NTSB data developed at the Volpe National Transportation Systems Center for the FAA, an estimate prepared for the NASA-ASTT


program suggested that convection and convection-related wind avoidance benefits could be as high as $.5 billion over a 20 year period, or as


much as $25 million a year.  Data provided NASA suggest that as many as 3 commercial (Part 121) airline accidents a year might be avoidable over


the next 20 years, with better convection and convection-related wind information provided to airspace users.





Source of Data and Algorithm Description


The convective weather forecast algorithm consists of three steps which will be summarily described here.  The three steps are: first,


processing and combining the lightning and radar data; second, extrapolating from the combined lightning and radar field using


NCAR-developed software; and third, producing the forecast grids for the appropriate times.  





First, in order to ingest and combine radar and lightning data, Kavouras national radar mosaics are used as input to the convective weather


forecasting algorithm.  The Kavouras radar mosaics are calculated on a 2-km by 2-km grid, with radar reflectivity summarized into six levels


based upon velocity indexing (VIP levels).  In order to reduce the quantity of data and filter the data to a spatial scale consistent with


a 1-hr forecast period, the 2-km Kavouras radar mosaic is filtered to 10 km grids.  This is done by mapping the average reflectivity value from


the surrounding 2-km data to the 10 km grid point.  





Next, the national lightning data set is include the algorithm to aid identification of active thunderstorm regions.   Kavouras also


distributes the present national lightning data set that is used in the prototype thunderstorm forecast product.  In order to effectively


combine the lightning data with the radar data, the lightning data must be mapped to a grid that is congruent with the radar grid.   To create


the array, the lightning rate is produced for each 10-km grid point. The rate is determined by the number of lightning strokes in a 20-km area


surrounding each of these 10-km grid points over a 5 minute time interval.  The lower left hand panel of the demonstration product shows


the lightning rate field. 





Then, the radar and lightning grids are combined into a common grid used by the NCAR algorithm.  Information regarding lightning rate and percent


coverage of level 4 (greater than 46 dBZ) or greater radar echo will be displayed for each storm, nationwide, on the web page accessible to the


AOCNet.





Nature of the Data


Second, a part of the NCAR convection product algorithm (called TITAN) will monitor the growth, direction of propagation, and decay of storms.


TITAN includes 2-dimensional, combined reflectivity and lightning data for its calculations. A storm is defined by a data threshold and size


(for example VIP level 3 and 1500 km2, respectively). An optimization method that matches storms at one radar volume time to those at a


subsequent time is used to track the storms. Based on past storm trends, TITAN predicts future storm location and size.





What Must be Done to Get this Data on AOCNet?


The final step is to produce the intensity and forecast grids and display them on the web.  The grids will update at 15 min intervals. 


The intensity grid provides information on active thunderstorm regions.  The forecast grid provides one hour extrapolation forecast. 





The most reliable method to get this data on the AOCNet is for NCAR to conduct the data processing and create a series of .gif images (or some


other similar web-compatible format), and then either send these images to an AOCNet server via automatic FTP, or  have AOCNet users link to a


password-protected web page that NCAR would maintain at RAP for a test and demonstration period.  A set of plan view and vertical cross-section


coordinates for pre-selected flight levels and regions could be provided.





Alternatively, NCAR could ship the algorithm output grids to the AOCNet server and a service provider could write a Java applet allowing the


graphics to be created on the server for AOCNet airline operations centers and the FAA traffic management unit users (allowing the service


provider more flexibility to create critical area cross sections, etc, but also requiring the provider to build the architecture and software


necessary to handle the grids and plots).





For the purposes of an operational testing and evaluation of these product concepts, we think that it might be impractical to give


NCAR-EXPERIMENTAL software to an AOCNet service provider.  There is a great deal of "hidden" architecture at NCAR to ingest all of the


required data sets, run the software, and create the test imagery which makes these products run.  A costly and very labor-intensive effort by a


service provider might be required to identify and duplicate this architecture elsewhere for an operational test and evaluation.














